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LMMSE Filtering in Feedback Systems With White
Random Modes: Application to Tracking in Clutter
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Abstract—A generalized state space representation of dynamical sys-
tems with random modes switching according to a white random process is
presented. The new formulation includes a term, in the dynamics equation,
that depends on the most recent linear minimum mean squared error
(LMMSE) estimate of the state. This can model the behavior of a feedback
control system featuring a state estimator. The measurement equation is
allowed to depend on the previous LMMSE estimate of the state, which
can represent the fact that measurements are obtained from a validation
window centered about the predicted measurement and not from the
entire surveillance region. The LMMSE filter is derived for the considered
problem. The approach is demonstrated in the context of target tracking
in clutter and is shown to be competitive with several popular nonlinear
methods.

Index Terms—Clutter and data association, state estimation, target
tracking.

I. INTRODUCTION

State estimation in dynamical systems with randomly switching
coefficients is an important problem in many applications. Natural
examples are maneuvering target tracking and fault detection and
isolation algorithms, featured, e.g., in aerospace navigation systems. In
the standard modeling the dynamics of the continuously-valued state,
and, possibly, its measurement equation, are controlled by a discrete
evolving mode. This is the well known concept of hybrid systems [1].

Various problems have been formulated using the hybrid systems
framework. In cases involving uncertain observations, such as [2], [3],
the mode affects the matrices of the measurement equation. In target
tracking applications, considered in, e.g., [4]–[6], the mode usually
affects the dynamics equation.

We consider a state space representation of dynamical systems
with random coefficients that constitute a white stochastic sequence,
accompanied by the following feedback terms. First, we allow the
system input to depend on the latest estimate of the state, as is common
practice in closed loop control systems. In this work, the state estimate
is taken to be the linear minimum mean squared error (LMMSE)
estimate.

In addition, the measurement equation is also set to depend on
the latest LMMSE state estimate. This can represent the fact that
observations are not taken in the entire feasible space, but, rather, in
a small validation window set about the predicted measurement of the
state.
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It is well known [5] that, even for the case of independently
switching modes, the optimal estimate of the state cannot be obtained
without resorting to exhaustive enumeration. Therefore, significant
efforts have been dedicated to developing suboptimal approaches for
state estimation in hybrid systems and, especially, for the important
subclass of jump linear systems (JLS). The most popular nonlinear
methods include the generalized pseudo-Bayesian (GPB) filter [5] and
the interacting multiple model (IMM) algorithm [6].

Alternatively, one may consider optimality within the narrower
family of linear filters. Among these we mention [2] and [3] that
considered estimation with uncertain observations, [7] that derived
a Kalman filter-like (KF) algorithm for a JLS with independently
switching modes and uncorrelated matrices within each time step, and
[8] that derived an LMMSE scheme for a Markov JLS by means of
state augmentation. In addition, in some cases, the state may be esti-
mated optimally within the family of filters which are linear in some
of the measurements and nonlinear in the rest, as was shown in [9].

In this paper we concentrate on feedback JLS with independent
mode transitions and consider optimal estimation within the family of
linear filters.

We derive an LMMSE algorithm that may be conveniently im-
plemented in a recursive form, eliminating the need for unbounded
memory. Unlike [7], we do not assume that the matrices within each
time step are uncorrelated. This allows tackling a wider variety of
problems, such as tracking in clutter, which cannot be modeled directly
within the framework of [7]. On the other hand, since we still treat
the easier case of independent, rather than Markov, mode transitions,
we do not require state augmentation, as does the algorithm of [8].
Our filter reduces to several previously reported results when the
parameters of the underlying problem are appropriately adjusted. As
an illustration, we formulate the problem of target tracking in clutter
within the proposed framework and show that the resulting filter is
competitive with several classical nonlinear methods.

The remainder of the paper is organized as follows. In Section II we
describe the proposed modeling and survey some related work. The
recursive LMMSE algorithm is derived in Section III. An application
to target tracking in clutter, followed by a numerical study, is presented
in Section IV. Concluding remarks are given in Section V.

II. SYSTEM MODEL AND RELATED WORK

We consider the dynamical system

xk+1 =Akxk +Bkuk + Ckwk (1a)

yk =Hkxk +Gkvk + Fkx̂k−1, (1b)

where xk ∈ R
n and yk ∈ R

m are, respectively, the state and mea-
surement vectors at time k. The processes {wk} and {vk} constitute
zero-mean unity-covariance strictly white sequences, and x0 is a
random vector (RV) with mean x̄0 and second-order moment P0.

We consider two variants for the modeling of uk. In the first case,
uk is a known deterministic input. However, because in some cases uk

serves as a closed loop control signal, it is common practice to let it
depend on the most recent estimate of the state. Thus, in the second
variant we set uk = x̂k, where x̂k is the LMMSE estimate of xk using

the measurement history Yk
Δ
= {y1, . . . , yk}.

Likewise, the term x̂k−1 in the measurement equation is the
LMMSE estimate of xk−1 based on the measurement history Yk−1.
Affecting the measurement at time k, the term Fkx̂k−1 can be used
to represent the fact that observations are not taken in the entire
space, but, rather, in a small validation window, set about the predicted
measurement.
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The system mode, Mk
Δ
= {Ak, Bk, Ck,Hk, Gk, Fk}, is a strictly

white random process with known distribution. The quantities {wk},
{vk}, {Mk}, and x0 are assumed to be independent.

We seek to obtain the LMMSE estimate x̂k+1 using the measure-
ments Yk+1. It will be shown in the sequel that, in our setting, x̂k+1

conveniently possesses the recursive form

x̂k+1 = Lkx̂k +Kkyk+1 + Jkuk (2)

thus avoiding the need to store the entire measurement sequence.
When uk = x̂k, the terms Lkx̂k and Jkx̂k in (2) may be grouped
together.

Note that the described problem does not require the system mode
to assume values in a discrete domain as opposed to, e.g., [2], [3],
[8]. In addition, the above formulation allows evolution not only of
the entries of the mode matrices, but also of their dimensions [10].
This observation allows treatment of problems that, to the best of
our knowledge, have not been previously considered in the context of
LMMSE algorithms. One such example is given in Section IV.

For the setting without feedback terms, several variants and special
cases of the presented problem have been considered in the past.
Independent measurement faults were treated, in the LMMSE sense,
in [2]. De Koning [7] considered a more general case of independently
switching modes where, however, the mode elements are assumed
uncorrelated, and Costa [8] developed, by means of state augmen-
tation, a recursive LMMSE filter for systems with discrete modes
obeying Markov dynamics. Additional contributions include [3], that
considered correlated faults, [11], that allowed correlations between
subsequent fault variables, and [4], that proposed an LMMSE filter for
the static multiple model problem [12]. Related nonlinear solutions
were proposed in [5], [6], [13] and references therein.

Besides the novel introduction of the feedback terms, this paper
contains several additional contributions. First, we derive a recursive
LMMSE algorithm without assuming uncorrelatedness of the mode
elements, as done in [7]. This assumption precludes the utilization
of the algorithm of [7] even for the simple problem of uncertain
observations where measurement noise has a higher variance when
faults occur, not to mention more involved settings, such as tracking
in clutter. In addition, our algorithm is derived without state augmen-
tation and without assuming discrete modes, as done in [8]. Finally,
the approach allows a broader class of problem to be formulated
within a single state-space model. Specifically, the new feedback
terms allow the application of the idea to the problem of tracking in
clutter.

III. LINEAR OPTIMAL RECURSIVE ESTIMATION

We begin the derivation with deterministic uk. The stochastic case
is treated in Section III-E.

Let Yk be the RV obtained by concatenating the elements of Yk. We
derive the result using the following lemma, which follows from [14,
p. 190] and the linearity of the MMSE estimator in the Gaussian case.

Lemma: Let x, y and z be RVs and let x̂(z) and x̂(y, z) denote,
respectively, the LMMSE estimates of x using z, and using both y and
z. Let ŷ(z) be the LMMSE estimate of y using z. Then

x̂(y, z) = x̂(z) + ΓxỹΓ
−1
ỹỹ ỹ, (3)

where ỹ = y − ŷ(z) and Γab is the cross-covariance matrix between
the RVs a and b.

Letting z
Δ
= Yk, y

Δ
= yk+1 and using the lemma, the LMMSE

estimate of xk+1 using Yk+1 is

x̂k+1 = x̂−
k+1 + Γxk+1ỹk+1

Γ−1
ỹk+1ỹk+1

ỹk+1 (4)

where x̂−
k+1 is the LMMSE estimate of xk+1 using Yk, ỹk+1

Δ
=

yk+1 − ŷ−
k+1, and ŷ−

k+1 is the LMMSE estimate of yk+1 using Yk.
If Γỹk+1ỹk+1

is singular, (4) still holds with the inverse replaced by
the Moore-Penrose pseudo-inverse. It is easily verified that

x̂−
k+1 =E[Ak]x̂k + E[Bk]uk (5)

ŷ−
k+1 =E[Hk+1]x̂

−
k+1 + E[Fk+1]x̂k

= (E[Hk+1]E[Ak] + E[Fk+1]) x̂k + E[Hk+1]E[Bk]uk. (6)

Plugging (5) in (4) we identify the desired matrix coefficients Kk, Lk,
and Jk of (2) as follows:

Kk =Γxk+1ỹk+1
Γ−1
ỹk+1ỹk+1

(7)

Lk = (I −KkE[Hk+1])E[Ak]−KkE[Fk+1] (8)

Jk = (I −KkE[Hk+1])E[Bk]. (9)

We now compute the covariance terms Γxk+1ỹk+1
and Γỹk+1ỹk+1

.

A. Computation of Γxk+1ỹk+1

Since ŷ−
k+1 is unbiased, and using (1b) and (6)

Γxk+1ỹk+1
=E

[
xk+1

(
yk+1 − ŷ−

k+1

)�]

=E

[
xk+1(Hk+1xk+1+Gk+1vk+1 + Fk+1x̂k)

�]
− E

[
xk+1 ((E[Hk+1]E[Ak] + E[Fk+1]) x̂k)

�]
− E

[
xk+1 (E[Hk+1]E[Bk]uk)

�] . (10)

Using the independence of xk+1 and vk+1, and canceling out identical
terms, (10) becomes

Γxk+1ỹk+1
=E

[
xk+1x

�
k+1

]
E

[
H�

k+1

]
−E

[
xk+1x̂

�
k

]
E

[
A�

k

]
E

[
H�

k+1

]
− E[xk+1]u

�
k E

[
B�

k

]
E

[
H�

k+1

]
. (11)

Before proceeding, we define Σk
Δ
= E[xkx

�
k ], Δk

Δ
= uku

�
k and, in

addition

Λk
Δ
=E

[
x̂kx̂

�
k

]
= E

[
x̂kx

�
k

]
(12)

Υk
Δ
=E[xk]u

�
k = E[x̂k]u

�
k (13)

where the RHS of (12) and (13) follow from the orthogonality princi-
ple and from the unbiasedness of x̂k, respectively. Note that Σk, Λk,
and Δk are symmetric.

Using the independence of x̂k and wk

E

[
xk+1x̂

�
k

]
=E

[
(Akxk +Bkuk + Ckwk)x̂

�
k

]
=E[Ak]Λk + E[Bk]Υ

�
k (14)

which yields for (11)

Γxk+1ỹk+1
=
(
Σk+1 −

(
E[Ak]Λk + E[Bk]Υ

�
k

)
E

[
A�

k

]
−E[xk+1]u

�
k E

[
B�

k

])
E

[
H�

k+1

]
. (15)

From (1a), we have

E[xk+1] =E[Akxk +Bkuk + Ckwk]

=E[Ak]E[xk] + E[Bk]uk (16)
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which, when substituted in (15), leads to

Γxk+1ỹk+1
=
(
Σk+1 −

(
E[Ak]

(
ΛkE

[
A�

k

]
+ΥkE

[
B�

k

])
+ E[Bk]

(
Υ�

k E

[
A�

k

]
+ΔkE

[
B�

k

])))
E

[
H�

k+1

]
. (17)

B. Computation of Γỹk+1ỹk+1

Since ŷ−
k+1 is the LMMSE estimate of yk+1 using Yk, ỹk+1 is

orthogonal to ŷ−
k+1 and, using (6)

Γỹk+1ỹk+1

= E

[(
yk+1 − ŷ−

k+1

)
y�
k+1

]
= E

[
yk+1y

�
k+1

]
− E

[
ŷ−
k+1y

�
k+1

]
= E

[
yk+1y

�
k+1

]
−(E[Hk+1]E[Ak]+ E[Fk+1])E

[
x̂ky

�
k+1

]
− E[Hk+1]E[Bk]ukE

[
y�
k+1

]
. (18)

Using (1b) and the independence of {x̂k, xk+1}, {Hk+1, Gk+1,
Fk+1} and vk+1, we have

E

[
x̂ky

�
k+1

]
=E

[
x̂k(Hk+1xk+1 + Fk+1x̂k)

�]
=E

[
x̂kx

�
k+1

]
E

[
H�

k+1

]
+ΛkE

[
F�
k+1

]
(19)

which, using (14), becomes

E

[
x̂ky

�
k+1

]
= Λk

(
E

[
A�

k

]
E

[
H�

k+1

]
+ E

[
F�
k+1

])
+ ΥkE

[
B�

k

]
E

[
H�

k+1

]
. (20)

Due to the independence of {xk+1, x̂k}, vk+1, and {Hk+1, Gk+1}

E

[
yk+1y

�
k+1

]
= E

[
Hk+1xk+1x

�
k+1H

�
k+1

]
+ E

[
Gk+1vk+1v

�
k+1G

�
k+1

]
+ E

[
Fk+1x̂kx̂

�
k F

�
k+1

]
+ E

[
Hk+1xk+1x̂

�
k F

�
k+1

]
+ E

[
Fk+1x̂kx

�
k+1H

�
k+1

]
. (21)

Consider the last summand. From the smoothing property of the
conditional expectation

E

[
Fk+1x̂kx

�
k+1H

�
k+1

]
=E

[
E

[
Fk+1x̂kx

�
k+1H

�
k+1 | Fk+1,Hk+1

]]
=E

[
Fk+1E

[
x̂kx

�
k+1

]
H�

k+1

]
(22)

where we utilized the independence of {Hk+1, Fk+1} and {xk+1, x̂k}.
Similarly, since E[xk+1x

�
k+1] = Σk+1, E[vk+1v

�
k+1] = I , and

E[x̂kx̂
�
k ] = Λk, we obtain

E

[
Hk+1xk+1x

�
k+1H

�
k+1

]
=E

[
Hk+1Σk+1H

�
k+1

]
(23)

E

[
Gk+1vk+1v

�
k+1G

�
k+1

]
=E

[
Gk+1G

�
k+1

]
(24)

E

[
Fk+1x̂kx̂

�
k F

�
k+1

]
=E

[
Fk+1ΛkF

�
k+1

]
. (25)

For future reference, we also note that

E

[
Akxkx

�
k A

�
k

]
=E

[
AkΣkA

�
k

]
(26)

E

[
Akxku

�
k B

�
k

]
=E

[
AkΥkB

�
k

]
(27)

E

[
Bkuku

�
k B

�
k

]
=E

[
BkΔkB

�
k

]
(28)

E

[
Ckwkw

�
k C�

k

]
=E

[
CkC

�
k

]
. (29)

Substituting (14) in (22), and using (22)–(25) in (21),

E

[
yk+1y

�
k+1

]
=E

[
Hk+1Σk+1H

�
k+1

]
+ E

[
Gk+1G

�
k+1

]
+ E

[
Fk+1ΛkF

�
k+1

]
+ E

[
Hk+1

(
E[Ak]Λk + E[Bk]Υ

�
k

)
F�
k+1

]
+ E

[
Fk+1

(
ΛkE

[
A�

k

]
+ΥkE

[
B�

k

])
H�

k+1

]
. (30)

In addition, we obtain, in a straightforward manner

E[yk+1] = (E[Hk+1]E[Ak] + E[Fk+1])E[xk] + E[Hk+1]E[Bk]uk.
(31)

Using (23), (24), and (25) in (30), and substituting (20), (30), and (31)
in (18), we finally obtain

Γỹk+1ỹk+1
=E

[
Hk+1Σk+1H

�
k+1

]
+ E

[
Gk+1G

�
k+1

]
+ E

[
Fk+1ΛkF

�
k+1

]
− E[Fk+1]ΛkE[F

�
k+1]

− E[Hk+1]E[Ak]ΛkE

[
A�

k

]
E

[
H�

k+1

]
+ E

[
Hk+1

(
E[Ak]Λk + E[Bk]Υ

�
k

)
F�
k+1

]
+ E

[
Fk+1

(
ΛkE

[
A�

k

]
+ΥkE

[
B�

k

])
H�

k+1

]
− E[Hk+1]E[Ak]ΛkE

[
F�
k+1

]
− E[Fk+1]ΛkE

[
A�

k

]
E

[
H�

k+1

]
− E[Hk+1]E[Ak]ΥkE

[
B�

k

]
E

[
H�

k+1

]
− E[Fk+1]ΥkE

[
B�

k

]
E

[
H�

k+1

]
− E[Hk+1]E[Bk]ukE

[
y�
k+1

]
. (32)

Notice, that a sufficient condition for the nonsingularity of Γỹk+1ỹk+1

is E[Gk+1G
�
k+1] � 0. To see this, recall that, by definition, Γỹk+1ỹk+1

is positive semi-definite for any choice of E[Gk+1G
�
k+1] and, in

particular, for Gk+1 = 0. But this means that the matrix on the
RHS of (32) minus E[Gk+1G

�
k+1] is positive semi-definite, rendering

E[Gk+1G
�
k+1] � 0 a sufficient condition for the non-singularity of

Γỹk+1ỹk+1
.

C. Computation of the Second-Order Moments

Utilizing the independence of xk, wk and {Ak, Bk, Ck}, and
(26)–(29), Σk+1 is given by

Σk+1=E

[
xk+1x

�
k+1

]
=E

[
(Akxk+Bkuk+Ckwk)(Akxk+Bkuk + Ckwk)

�]
=E

[
AkΣkA

�
k

]
+ E

[
AkΥkB

�
k

]
+ E

[
BkΥ

�
k A

�
k

]
+ E

[
BkΔkB

�
k

]
+ E

[
CkC

�
k

]
. (33)

Next, consider Λk+1. Direct computation yields:

Λk+1 =E

[
x̂k+1x

�
k+1

]
= (Lk +KkE[Fk+1])E

[
x̂kx

�
k+1

]
+KkE[Hk+1]Σk+1 + JkukE

[
x�
k+1

]
. (34)

Using (14), the latter becomes

Λk+1 = (Lk +KkE[Fk+1])
(
ΛkE

[
A�

k

]
+ΥkE

[
B�

k

])
+ Jk

(
Υ�

k E

[
A�

k

]
+ΔkE

[
B�

k

])
+KkE[Hk+1]Σk+1. (35)

Finally, Υk+1 = E[xk+1]u
�
k+1. Note that Δk is known for all k.
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D. Algorithm Summary

a) Initialization: x̂0 = x̄0, Σ0 = P0 + x̄0x̄
�
0 , Λ0 = x̄0x̄

�
0 , Υ0 =

x̄0u
�
0 , Δ0 = u0u

�
0 .

b) Recursion: For k = 1, 2, . . . perform the routine of Alg. 1.

Algorithm 1

Input: yk+1, uk+1, x̂k, E[xk], Σk, Λk, Υk, Δk

1: Compute E[Ak], E[Bk], E[CkC
�
k ], E[AkΣkA

�
k ],

E[AkΥkB
�
k ], and E[BkΔkB

�
k ].

2: Compute E[xk+1] and Σk+1 using Eqs. (16) and (33).
3: Compute E[Hk+1], E[Gk+1G

�
k+1], E[Fk+1],

E[Fk+1ΛkF
�
k+1], E[Hk+1Σk+1H

�
k+1], and

E[Hk+1(E[Ak]Λk + E[Bk]Υ
�
k )F

�
k+1].

4: Compute Γxk+1ỹk+1
and Γỹk+1ỹk+1

using Eqs. (17) and
(32).

5: Compute Kk, Lk, and Jk using Eqs. (7), (8), and (9), and
x̂k+1 using Eq. (2).

6: Compute Λk+1 using Eq. (35) and Υk+1 by plugging
E[xk+1] into (13).

Output: x̂k+1, E[xk+1], Σk+1, Λk+1, Υk+1

Since the distribution of Mk is known, the expectations of steps 1 and
3 of Alg. 1 may be calculated by, e.g., direct summations in case of
discrete modes. In some cases, as demonstrated in Section IV, closed
form expressions exist for the above expectations.

We note that the standard KF for a system with no inputs should
be obtained when {Mk} is a deterministic sequence with Bk = 0,
Fk = 0. In this setting we have

Γxk+1ỹk+1
=
(
Σk+1 −AkΛkA

�
k

)
H�

k+1

and

Γỹk+1ỹk+1
= Hk+1

(
Σk+1 −AkΛkA

�
k

)
H�

k+1 +Gk+1G
�
k+1.

Substituting these in (4) we indeed obtain the standard KF in the form
where the time and measurement updates are combined together. The
error covariances follow in a similar manner.

E. Random Inputs

In the second variant of (1a), in which uk = x̂k, it turns out that the
roles played by Ak and Bk are identical. Specifically, after replacing
uk with x̂k, at each step of the derivation of Section III, Ak and Bk

are multiplied by the same quantities. Thus, the filter for the modified
problem is obtained from the one described in Alg. 1 by replacing Ak

with Ak +Bk and nullifying uk and Υk. An alternative derivation,
based on the orthogonality principle, may be found in [15].

IV. APPLICATION TO TARGET TRACKING IN CLUTTER

In this section we demonstrate the proposed concept by casting the
classical problem of tracking in clutter within our formulation, and
applying the LMMSE filter of Section III.

A. System and Clutter Models

Consider a single target obeying a linear model. Setting Ak = A,
Bk = 0, and Ck = C in (1a)

xk+1 = Axk + Cwk. (36)

Here A and C are deterministic matrices, accounting for the state
dynamics and process noise covariance, respectively, and {wk} is a
scalar process noise sequence. The target state is observed via the the
equation

ytrue
k = Hnomxk +Gnomvtruek (37)

where vtruek represents measurement noise. In addition, at each time,
a number of clutter detections are obtained. These will be denoted
as {ycl

k,i}
N−1

i=1
, where N is the total number of detections. Clutter

measurements do not carry any information about the target of interest.
They are, however, indistinguishable from true detections in the sense
that they carry information of the same type (say, position). At each
time, the clutter measurements are assumed to be independent of each
other, of the clutter measurements at other times, and of the true
state and observation. In addition, we assume that they are uniformly
distributed in space.

To correctly model the distribution of the clutter detections, we note
that, typically, at each scan, the sensor initiates a validation window
centered about the next predicted target detection, and the algorithm
processes only those measurements obtained within the window. Since
the clutter detections are uniformly distributed in space, they are also
uniformly distributed within the validation window.

We define the measurement vector yk to be the concatenation of
all measurements from time k, N − 1 of which correspond to clutter,
and one originating from the true target. The location of the true
measurement within this concatenated vector is, of course, unknown
to the algorithm.

This setting can be modeled using (1b) by letting the mode Mk be
distributed as

Mk= {Hk, Gk, Fk}

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎨
⎪⎪⎩

⎛
⎜⎜⎝
Hnom

0
...
0

⎞
⎟⎟⎠ ,diag

⎛
⎜⎜⎝
Gnom

Gcl

...
Gcl

⎞
⎟⎟⎠ ,

⎛
⎜⎜⎝

0
HnomA

...
HnomA

⎞
⎟⎟⎠

⎫⎪⎪⎬
⎪⎪⎭

, w.p. 1
N

...
...

...⎧⎪⎪⎨
⎪⎪⎩

⎛
⎜⎜⎝

0
...
0

Hnom

⎞
⎟⎟⎠ ,diag

⎛
⎜⎜⎝

Gcl

...
Gcl

Gnom

⎞
⎟⎟⎠ ,

⎛
⎜⎜⎝
HnomA

...
HnomA

0

⎞
⎟⎟⎠

⎫⎪⎪⎬
⎪⎪⎭

, w.p. 1
N

(38)

where Gcl is the square-root of the covariance matrix associated with
the clutter.

For example, the first realization of {Hk, Gk, Fk} in (38) corre-
sponds to the scenario in which the first of the N observations is
the true target measurement, ytrue

k , generated according to (37), while
the other N − 1 measurements are clutter, each of which is generated
according to

ycl
k,i = HnomAx̂k−1 +Gclv

cl
k,i, i = 2, . . . , N. (39)

Here, HnomAx̂k−1 is the predicted true measurement at time k, which
is also the center of the validation window, so that clutter measure-
ments at time k are uniformly distributed around this quantity. Namely,
vclk,i has a uniform distribution. The overall number of measurements
in the validation window, N , is assumed to be known, but may vary in
time. Thus, the dimensions of Hk, Gk, and Fk may depend on k.

It is readily observed that the matrices {Hk, Gk, Fk} are correlated
in this setting. This renders the approach of [7] inapplicable in the
current scenario. Furthermore, it can be seen that without the feedback
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term in the measurement equation, it is impossible to account for the
fact that clutter is uniformly distributed in a window centered about
the predicted measurement. In fact, any linear method disregarding
this term, such as [7], [8], must assume that clutter measurements are
distributed about 0.

Notice that we assumed, for simplicity, that the true measurement is
always present in the validation window. To account for the possibility
that the true measurement does not fall in the validation window, the
option

{Hk, Gk, Fk} = {0, IN ⊗Gcl,1N ⊗HnomA} (40)

needs to be added to the set of possible realizations in (38). Here, ⊗
stands for the Kronecker product, 1N is an N × 1 vector comprising
all ones, and IN is the N ×N identity matrix. The probability of this
outcome is (1− PD)(1− PG) where PD is the probabilty of target
detection, assumed known, and PG is the probability that, upon target
detection, the true measurement falls in the validation window. This
parameter is defined by the user and, typically, affects the window
size as discussed in the sequel. Note that, when no measurements are
available, N = 0, and (2) becomes (in the absence of uk) x̂k+1 =
Lkx̂k, which corresponds to a simple prediction (time update) without
consecutive measurement update, as expected.

B. Matrix Computations

To invoke the algorithm presented in Section III we need to compute
the expectations of Steps 1 and 3 of Alg. 1. Although these may be
evaluated numerically, via direct summations, in the present example
closed-form expressions exist, as we show next for the simple setting in
which the true measurement is always present in the validation window
(extensions are straightforward.)

As the matrices of the dynamics equation are determinis-
tic, E[Ak] = A, E[Bk] = 0, E[CkC

�
k ] = CC�, E[AkΥkB

�
k ] = 0,

E[BkΔkB
�
k ] = 0, and E[AkΣkA

�
k ] = AΣkA

�. Also, according to
the distribution defined in (38),

E[Hk+1] =
1

N
1N ⊗Hnom (41)

E[Fk+1] =
N − 1

N
1N ⊗HnomA. (42)

The remaining terms read

E

[
Hk+1Σk+1H

�
k+1

]
=

1

N
IN ⊗HnomΣk+1H

�
nom (43)

E

[
Gk+1G

�
k+1

]
=

1

N
IN ⊗

(
GnomG�

nom

+(N − 1)GclG
�
cl

)
(44)

E

[
Fk+1ΛkF

�
k+1

]
=Ξ⊗

(
HnomAΛkA

�H�
nom

)
(45)

where

Ξ =

{
1
N

(
(N − 2)1N1�

N + IN
)
, N > 1

0, N = 1.
(46)

Finally,

E

[
Hk+1

(
E[Ak]Λk + E[Bk]Υ

�
k

)
F�
k+1

]

=
1

N

(
1N1�

N − IN
)
⊗
(
HnomAΛkA

�H�
nom

)
. (47)

The spatial distribution of clutter is uniform in the validation win-
dow, whose size determines GclG

�
cl .

C. Discussion

It is easy to see that, in the present case, Γỹk+1ỹk+1
= IN ⊗D

where

D =
1

N
HnomAΛkA

�H�
nom +

1

N
HnomΣk+1H

�
nom

+
1

N
GnomG�

nom +
N − 1

N
GclG

�
cl .

Moreover

Γxk+1ỹk+1
=(Σk+1 −AΛkA

�)E
[
H�

k+1

]

=
1

N
(Σk+1 −AΛkA

�)
(
H�

nom · · ·H�
nom

)�
(48)

and

Kk =Γxk+1ỹk+1
Γ−1
ỹk+1ỹk+1

=
1

N
1�
N ⊗

(
(Σk+1 −AΛkA

�)H�
nomD−1

)
. (49)

Since yk+1 is a concatenation of all the observations from time k + 1,
the product Kkyk+1 in (2) is the average of these measurements,
pre-multiplied by (Σk+1 −AΛkA

�)H�
nomD−1. Consequently, the

LMMSE estimator for tracking a target in clutter is a KF-like al-
gorithm, operating on the average of all detections in the validation
window. In this respect, its mode of operation resembles classical
methods. For example, the probabilistic data association (PDA) [16]
method implements a KF driven by the weighted average of all
measurements in the window, and the nearest neighbor (NN) filter [17]
is a KF driven by the measurement nearest to the prediction assigning
it a weight of 1 and assigning 0 to the rest of the measurements.

D. Numerical Study

We consider a one-dimensional tracking scenario, in which the state
comprises position and velocity information, xk = (pk vk)

�. Starting
at x0 ∼ N (x̄0, P0) with x̄0 = (0 0)� and P0 = 30I2, the target is

simulated for 400 time units using (36) with A =
(

1 0.2
0 0.95

)
and C =

(0.25 0.5)�. The process and measurement noises are taken to be
Gaussian.

The true measurement is generated using (37) with Hnom = (1 0)
and Gnom =

√
30. The target is detected with probability PD = 0.95

and the probability that the true observation falls in the validation
window is taken to be PG = 0.99. A validation window is set about the
predicted measurement position. Its size, d, is determined to comply
with PG (see [17, p. 130] for details). Once the window is determined,
the clutter variance of (39) is GclG

�
cl = d2/12.

The derived algorithm is compared with NN and PDA filters, that
are equipped with the same windowing logic and parameters. All
algorithms are initialized with x̂0 = x̄0 and the initial error covariance
matrix is taken to be P0.

When dealing with tracking in clutter, using the MSE as the only
performance measure may result in misleading conclusions, since,
eventually, the estimate will draw away from the true measurement
and follow the clutter, and the errors will become meaninglessly large.

We thus use two measures of performance to evaluate the algo-
rithms. The first is the time until the target is lost, defined as the
third consecutive time when the measurement of a detected target falls
outside the validation window. The second measure is the root MSE
(RMSE) calculated over the time interval until the first of the three
algorithms loses track.
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Fig. 1. Position RMSE (left) and track loss time (right) versus clutter density.

We test the algorithms at a range of clutter densities. We define the
clutter density ρ to be the average number of clutter measurements
falling in an interval of one standard deviation of the (true) measure-
ment noise. Averaged over 1000 independent Monte Carlo runs, the
average position RMSE and track loss times are plotted, versus ρ, in
Fig. 1.

It is readily seen that the LMMSE filter attains competitive perfor-
mance relatively to the nonlinear algorithms. Specifically, for heavy
clutter regimes it maintains longest track loss times. It is not very
surprising that the errors of PDA are better, since these are calculated
before the first of the three algorithms has lost track (NN in all
cases). During this period the PDA performs a more efficient, nonlinear
manipulation on the measurements. However, for high clutter rates, it
is probable that clutter measurements will be assigned higher weights
than the true detection, eventually leading to a track loss. In this case, it
is better to simply average the measurements, as the linear filter does.

V. CONCLUSION

We proposed a new formulation of JLS, where the dynamics and
measurement equations are allowed to depend on previous estimates
of the state representing closed-loop control input and measurement
validation window. We derived an LMMSE recursive algorithm for
this setting, and illustrated the approach in the context of tracking in
clutter. In this case, our filter demonstrates competitive performance,
when compared with classical, nonlinear methods.
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